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Introduction
In recent times the management of data, including data integrity, has taken on even greater significance within the Victorian Public Sector (VPS). The volume of data being managed, and reporting produced, across the VPS continues to increase. As the volume of data and reliance on it increases, so too does the need for data integrity – the need to provide data users with a level of assurance that the data they are using is trustworthy and can be relied upon.

This manual (VPS Data Integrity Manual) is intended to provide users across the VPS with guidance on managing data to ensure data integrity. This manual is not intended to transfer responsibility for VPS entity oversight or management of data integrity. Instead it aims to assist with increasing capability and awareness of data integrity across the public sector, to assist VPS entities to better manage their data.
Purpose of the manual
Most operations and functions of an organisation have an impact on the integrity of the organisation’s data. The management of data integrity is therefore an integral part of the management of every program, and an important component of corporate management. It is not a separate management function, but an aspect of the management of the organisation that should be addressed across all programs in the same way as, for example, financial management, human resource management, risk management, the management of respondent relations, or the management of data holdings.

The purpose of this manual is to assist in improving public sector awareness and capability around the issue of data integrity. This manual aims to achieve this through the definition and explanation of a systematic approach (framework) that VPS entities may consider adopting to manage and improve data integrity across the VPS. This approach is intended to aid VPS entities in their ongoing efforts to identify and remediate any areas for improvement in relation to data integrity.

As a result of this broad objective and the wide spectrum of data maintained across the VPS, the approach defined in this manual is restricted to being general in nature and dealing with those data management issues that apply to a majority of the VPS. This manual is a living document that is subject to change on an ongoing basis depending on industry and government developments to ensure that it remains fit-for-purpose.

Context

This manual is intended to address guidance requirements across the VPS in relation to data integrity. It details a framework that public sector entities may consider adopting in order enhance the management and control of data integrity within their organisation. It is not intended to replace or supersede any existing applicable legislative or policy requirements in relation to information or data management (e.g.  the Public Record Office of Victoria (PROV) policies and standards).

This manual does not specifically consider the management of financial data or data security given the existing frameworks around these such as the Whole of Victorian Government ICT Policy on Information Security Management issued by the Department of Treasury and Finance.

Data and data integrity
Data

Quality data is one of the most valuable assets in the public sector. Whether that data be qualitative or numerical, primary or derivative, internally or externally sourced, its completeness, consistency, validity, accuracy, timeliness and smooth, secure flow is essential for:

· meeting public commitments

· fulfilling legislative requirements and obligations

· supporting decision-making and policy setting

· underpinning service performance, development and maintenance

· supporting and assessing political and legislative initiatives and programs

· measuring program and service performance against strategy, objectives and key performance indicators.

For the purposes of categorisation and illustration, VPS data can generally be classified under a number of broad categories. These categories are:
	Personal data
	
	Private data

	For example, VPS staff data
	
	For example, private citizen data

	Performance data
	
	Forecasting data 

	For example, output reporting or performance measurement data
	
	For example, income forecasting data

	Operational data
	
	Financial data1

	For example, staff numbers data, physical asset data
	
	For example, annual financial reporting data, budgeting data


1. The framework prescribed in this manual does not explicitly consider financial data (that is published externally) given the existing frameworks around this type of data.
Within these categories, data in the VPS can exist in any number of forms including (but not limited to) the following:

· data entered into computerised systems and databases as well as paper-based records 

· data entered and held in end-user tools such as spreadsheets, documents and personal databases

· data used to support basic entity operations and the services it provides

· management information produced for the internal management and operations of the agency

· data relating to financial management, employee management, service management, performance management, corporate governance and communications

· published or public databases or repositories

· aggregated or summarised data, as well as transactional or personal data

· statistical information produced and disseminated by an agency or department

· data provided in responses to requests for agency records under Freedom of Information, Privacy or other similar laws data provided in press releases, fact sheets, press conferences or similar communications in any medium 

· data presented to Parliament as part of legislative or oversight processes

· data provided to Parliament in connection with proposed or pending legislation.
	Data vs information

Data is defined as a collection of individual facts (represented as strings of characters, symbols, numbers etc.) whilst information is defined as a collection of data that is relevant to the recipient at a specific time for a specific purpose.  Data is the raw material from which information is produced when it is put in a context that gives it meaning.


Data management and data quality

Data Integrity forms part of a wider set of data-related practices that are designed to help ensure the effective and efficient management of data used and provided by VPS entities. These practices fall under two broad categories – data management and data quality.

The diagram below attempts to provide an overview of these practices and their relationship to data integrity. This manual focuses on data integrity as a component of data quality, as distinct from data management practices that cover areas including information security, loss and privacy management.  
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Data quality and data integrity

Although data quality is generally understood as a concept, the term is not well defined in practice. The general consensus is that, for any set of data, regardless of its content or structure, the definition of the “quality” of the data has to be determined by the people and the systems that use it. For the purposes of this manual, the quality of data is defined as:

The existence of the right data in the right format at the right place and time to meet the needs of the people and systems that use it. 

This definition is a multidimensional concept embracing both:

1. Characteristics (eg accuracy, completeness etc) of the presented data itself that affect the integrity of the data for potential use - existence of the right data in the right format at the right place and time. i.e. whether it is trustworthy and can be relied upon.

2. The relevance of many sets of data to potentially multiple users’ needs (any one piece of data may have many different uses and users, each of which will have their own “quality” requirement) - meet the needs of the people and systems that use it. 

The second aspect noted above typically considers aspects such as relevance and interpretability for each intended use and user which by their nature are subjective and depend on each use being discussed as well as the standards of each user. This is difficult to measure and no one measure is ideal for all situations.
As a consequence this manual focuses on the first aspect and covers measures to support management of characteristics that affect data integrity. Managing data integrity and informing users about the integrity of data presented allows those users to determine if the data is fit for their intended use.
What is data integrity?
To create an operational definition of data integrity, five dimensions of data integrity have been defined to divide it into distinct components. The objective of separating data integrity into components is to allow the identification of individual aspects or characteristics that may create problems or limitations with regards to fitness for use. Although many organizations have split data integrity into dimensions, there is no general consensus on what is the best way to clearly define data integrity. Different organizations may use different dimensions.

For the purposes of this manual, the dimensions of data integrity are defined in the table over the page:
	Data integrity component
	Definition
	Example

	Completeness
	A measure by which all required data is included. This  includes the following characteristics:
	

	
	a) Data has been included from all required/ expected sources in the population (ie no missing sources)
	b) Data from some hospitals in a Region were not included in reported data on hospital admissions/ casemix when they should have been or a hospital does not submit data.

	
	c) All the records that should be included for each source have been included (ie no missing records)
	d) If hospitals are expected to submit data for their day-surgery admissions, some hospitals may submit records for only a portion of the day surgeries that take place there.

	
	e) Individual records included are complete/ all required data fields are included (no null or blank data fields)
	f) Hospitals asked for the number of psychiatric beds they have, provide a blank answer may mean that the institution has no psychiatric beds or that it simply did not provide that data item.

	Consistency
	A measure by which data adheres to a common definition for its meaning and use.
	Supplier street address is not captured in a consistent manner for each supplier

	Validity 
	A measure by which data adheres to defined business rules, accepted values and accepted formats
	Only M(ale) or F(emale) are acceptable values for Gender in a licensee record

	Accuracy
	A measure by which data contains correct values. Accurate data not only adheres to integrity constraints and measurement rules but is data that reflects actuality.
	Street address incorrectly captured as “122 South St” instead of “1/22 South St”.

	Timeliness/ Availability
	A measure by which data can be accessed when required and by the appropriate people. It is current and up-to-date at the time of release / use.
	A database on development approvals has not been updated with approvals granted in the last 12 months.


The data integrity framework detailed in this manual is based on the definition of data integrity above. The definition and supporting dimensions have also been utilised to identify individual aspects or characteristics that may create problems or limitations with regards to the integrity of data (see following page).

Limitations and factors that can lead to a loss of data integrity
Separating data integrity into components allows for the identification of individual aspects or characteristics that may create problems or limitations with regards to the integrity of data.

The table below identifies, at a summary level, those aspects of concern or limitation that can have a negative effect on data integrity. The limitations, which are mapped to the relevant dimension of data integrity that they impact, identify aspects that could threaten or impair data integrity for key data dependencies. They represent the potential vulnerabilities to data integrity that can arise along the data lifecycle of any data.

VPS entities should consider the limitations described in the table in the context of their key data dependencies and the data collection, processing, storage and reporting processes that are associated with that data’s lifecycle.
	
	
	Data integrity impact(a)

	
	
	Completeness
	Consistency
	Validity
	Accuracy
	Timeliness

	
	Limitation category
	Category definition
	
	
	
	
	

	1
	Coverage
	Not all appropriate data is present
	X
	X
	
	X
	

	2
	Capture and collection
	Measures do not exist to minimize error or omission in data capture or data supply
	X
	X
	X
	X
	X

	3
	Unit Non-response
	Not all records have been submitted or included 
	X
	X
	
	
	

	4
	Item (Partial) Non-response
	Records received are not all complete 
	
	X
	X
	
	

	5
	Measurement Error or Bias
	Problems with consistency – errors in the data reported
	
	X
	X
	X
	

	6
	Edit and imputation 
	Data received not validated to detect and remediate incorrect or missing data
	X
	X
	X
	X
	X

	7
	Processing and estimation 
	Errors in the processing and aggregation of data received
	X
	X
	
	X
	

	8
	Data Currency 
	Data is not up to date at the time of release
	X
	X
	X
	X
	X

	9
	Data comparability 
	Data not consistent over time or uses inconsistent conventions 
	X
	X
	X
	X
	

	10
	Data accessibility 
	Data not readily accessible
	X
	X
	X
	
	X

	11
	Documentation 
	Insufficient supporting documentation to interpret and utilize the data 
	
	X
	
	
	X

	12
	Adaptability and relevance
	No mechanisms to adapt to developments, emerging issues for the data
	
	X
	X
	
	X


(a) Further detail and explanation of the specific limitations within each of the twelve defined limitation categories is provided in Appendix F of this manual.
Data integrity framework overview
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	· Assessment of data dependencies in line with key goals, targets and intended outcomes of the entity
· Objective is to define key data dependencies
· Key output is Data Inventory containing details of key data dependencies for the entity
Tools
· Data integrity manual

· Data inventory template
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	· Periodic assessment of key data dependencies defined in data inventory
· Assessment based on data integrity impact assessment questionnaire in data integrity manual.
· Key output is high/moderate/low classification for key data dependencies in data inventory.
Tools
· Data integrity manual

· Data integrity impact assessment questionnaire
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	· Application of controls guidance in line with assessment. Differential requirements based on assigned classification of importance.
· Data integrity controls guidance supported by detailed guidance materials
Tools
· Data integrity manual

· Data integrity controls guidance
· Detailed guidance materials
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	· Periodic assessment of the effectiveness of the key controls over data integrity for the key data dependency
Tools
· Data integrity manual


Overview of framework
VPS entities collect, use and provide a significant amount of data, both internally and externally. Not all of this data necessarily has the same importance and consequently the data integrity requirements are likely to vary across data items.

The data integrity framework outlined in this document is risk-based and involves the identification, assessment and management of relevant risks that underpin the ‘fitness-for-purpose’ of key data used and produced by the entity to fulfil the organisation’s plan and associated operational goals, objectives and outcomes.

These risks to data integrity form part of the wider set of operational risks that could have a negative effect on the entity’s performance and achievement of targeted outcomes. The consideration and treatment of data integrity risks is therefore aligned with the broader risk management framework.   

Consistent with risk management practice, data integrity practices should be prioritised to focus on the most critical data. I.e. that data where the impact of data integrity is considered to be highest. 

Once the critical data has been identified, risk management practices are applied to:

· identify and assess risks to the dimensions of data integrity deemed relevant for each key data dependency; and

· define and implement the data integrity control requirements needed to mitigate those risks.

The framework in this manual consists of four specific phases. These phases can initially be applied in sequential order to embed the guidance prescribed in the framework, and then subsequently revisited on a regular basis to ensure ongoing maintenance and update of data integrity practices.

Phase 1 – Create/update data inventory

The first component of the data integrity framework prescribes a process that enables VPS entities to identify and document their key data dependencies. This is achieved by adopting a top-down approach which first considers the key goals, targets and outcomes of the entity and then identifies the key data and reports that underpin them where the loss of data integrity would have greatest impact on achievement of these targets and outcomes, including the entity’s reputation.

It is recommended that the resultant Data Inventory is reviewed at least annually and revised as necessary to reflect any new or evolving data dependencies.

The manual includes a Data Inventory Template (Appendix A) that VPS entities can populate with details of the key data dependencies that their assessment identifies. The Data Inventory Register created in this phase of the framework should align to the entity’s Information Asset Register required under the Whole of Victorian Government ICT Policy on Information Security Management issued by the Department of Treasury and Finance (ICT Standard - Information Security - Data Classification and Management).

Phase 2 – Assess key data dependencies

The second phase of the framework recommends assessing the importance of the key data dependencies (identified in Phase 1) to determine the level of data integrity control and rigour required (for the relevant data dependency). Ideally this assessment should occur on an annual basis to ensure that classifications of importance, and the relevant control frameworks, applied to key data dependencies remain current.

The manual includes a data integrity impact assessment questionnaire (Appendix B) that VPS entities can use to determine the classification of importance of key data dependencies. This questionnaire helps to address some of the inherent subjectivity of performing an assessment of importance by defining a standardised set of criteria for performing the assessment.

The classification key data dependencies by importance enables the application of differential guidance in phase 3 of the framework.

Phase 3 – Establish and maintain data integrity controls

The third phase of the framework involves applying the relevant guidance (control frameworks) based on the classification of importance assigned to the key data dependency in Phase 2. 

The manual includes a data integrity controls guidance document (Appendix D) outlining good practice recommendations that VPS entities can consider implementing. The nature and extent of recommendations or practices that entities can consider is dependent on the assigned classification of importance (i.e. differential requirements). 

The Guidance is supported by Detailed Guidance Materials (Appendix E) outlining processes and controls that VPS entities can consider adopting in order to meet the requirements of the Guidance. The guidance materials are intended to provide sufficient detail and instruction to enable entities to meet the good practice recommendations in the Guidance. Entities should consider the cost implications and fitness for purpose of any processes and controls prior to implementation.

Good practice recommendations within the data integrity controls guidance (Appendix D) and detailed guidance materials (Appendix E) are defined at two different levels, entity level and key data dependency level.

Phase 4 – Monitor and assess data integrity controls

The final phase of the framework recommends an assessment of the effectiveness of the key controls over data integrity for the key data dependencies identified. 

This assessment is not intended to replace the assigned data owner’s responsibility to monitor the effectiveness of controls on an ongoing basis (that is detailed in the data integrity controls guidance under Phase 3 of this framework). Rather, the intention of this phase of the framework is to ensure that there is a periodic assessment of the effectiveness of key data integrity controls that is ideally performed by a party that is independent of the assigned data owner.

Exclusions

This manual does not cover the following:

· Financial data (that is published externally). This is not considered given the existing frameworks around this type of data.
· Data security issues, including any related detailed guidance or recommendations. This is not considered given the existing Whole of Victorian Government ICT Policy on Information Security Management issued by the Department of Treasury and Finance.
	Data integrity framework – Process overview

	Activities
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Manual – Page 11

1.1 Identify key business objectives

1.2 Identify key data dependencies

1.3 Assign ownership for key data dependencies
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Manual – Page 14

2.1 Assess key data dependencies using questionnaire

2.2 Update data inventory register

2.3 (optional) Create entity profile of data dependencies
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Apply appropriate control frameworks and processes to manage the data integrity risks relevant to the key data dependency
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4.1 Perform regular controls assessment

4.2 Remediate identified gaps or issues

	Tools
	Appendix A – Data inventory register
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	Appendix D – Data integrity controls guidance

Entity level

The table below defines the specific guidance recommendations that entities should consider applying at the entity-wide environment level. 

#

Guidance – Entity level

Differentiation

A

Data integrity charter

Dependent on highest individual data dependency class

B

Entity-wide ownership

Key data dependency level

The table below defines the specific guidance recommendations that entities should consider applying for each key data dependency by individual classification of importance (high, moderate or low).

#

Guidance – Key data dependency level 

Data dependency classification

High

Moderate

Low

Environment

1

Data integrity plan

X

2

Data dependency ownership

X

X

X

3

Performance measurement

X

Appendix E – Detailed guidance materials

Entity level

These guidance materials are intended for application at the entity-wide environment level.

A

Data integrity governance

Appendix F –Detailed limitations and factors that can lead to a loss of data integrity

The table below (and continued on the following pages) provides further detail of specific limitations within each of the twelve defined limitation categories.

Data integrity impact

Completeness

Consistency

Validity

Accuracy

Timeliness

Limitation Characteristic Description

1

Coverage

1.1

The population of reference differs from the population of interest

X

X

1.2

The population of reference is not explicitly stated in presented data

X


	Appendix D – Data integrity controls guidance
Entity level

The table below defines the specific guidance recommendations that entities should consider applying at the entity-wide environment level. 

#

Guidance – Entity level

Differentiation

A

Data integrity charter

Dependent on highest individual data dependency class

B

Entity-wide ownership

Key data dependency level

The table below defines the specific guidance recommendations that entities should consider applying for each key data dependency by individual classification of importance (high, moderate or low).

#

Guidance – Key data dependency level 

Data dependency classification

High

Moderate

Low

Environment

1

Data integrity plan

X

2

Data dependency ownership

X

X

X

3

Performance measurement

X



	
	
	Appendix B – Data integrity impact assessment questionnaire
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Appendix B. Data integrity impact assessment
questionnaire
| Instructions: This questionnaire should be completed for each key data dependency identified and captured in the data
inventory register prepared in Phase 1. The resulting scores for each question and classification of importance from this
questionnaire should be captured in the data inventory register.
Assessment Comments = 8
A Decision impact The survival of the entity may be threatened due to
To what degree would management’s inability to make informed strategic and
N alack of data integrity ‘operational decisions.
[mirsesn The entity may suffer significant financialloss (direct.
dependency lead to
costs o lost opportunities) due to management’s
the inabilty of bility to make strategic and operational deci
H e inability to makestrategic and operationl decisions.
informed strategic The entity may incur limited increased costs due to
and operational management inability to make some strategic and
- decisions? operational decisions.
No impact on the ability of management tomake
N informed strategic and operational decisions.
B Reputation ‘Sustained state-wide and national media coverage
To what extent would andor serious reputationimpact.
N lack of datainte
e egrity Limited state-wide or national media coverage and/or
. Some reputationimpact. E
| negative effect on the Limited local or industry media coverage and/or o
entity's reputation? isolatedreputation impact. .
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Appendix C – Data integrity environment profile

[image: image21.png]Eample

Classification Business u

Business unit C

([ owsesereenars ) [ o cepmrtercrs |





	
	


1. Create/update data inventory

In order to implement and maintain adequate control frameworks for data integrity, entities should first identify and define the key data dependencies for which these controls or practices are required. I.e. the identification of the most critical data and reports relied on and produced by the entity for which data integrity should be provided. 

It is recommended that entities identify and define key data dependencies by adopting a ‘top-down’ approach which first considers the key goals, targets and outcomes of the entity, and then identifies the key data and reports that underpin them where the loss of data integrity would have the greatest impact on the achievement of these targets and outcomes. 

Where available, entities should consider utilising their Information Asset Register required under the Whole of Victorian Government ICT Policy on Information Security Management (ICT Standard – Information Security – Data Classification and Management) as a guide. The Data Inventory required under this framework should align to the entity’s Information Asset Register that is required under the Whole of Victorian Government ICT Policy.

It is also recommended that the resultant Data Inventory be reviewed at least annually and revised as necessary to reflect any new or evolving data dependencies. 

Detailed below is a step-by-step process that entities may consider in order to identify and define key data dependencies, and subsequently create (or update) a Data Inventory Register.
	1. Create/ pdate data inventory

	
[image: image22]
	Entities can commence the key data dependency process by first considering the key goals, targets and outcomes of the entity.

Ideally, entities may rely on Output or Corporate Plans that have been prepared as part of wider VPS planning requirements. The required outcome of this planning process (for the purposes of this exercise) is the identification of key business objectives that cover areas including, but not limited to:

· Performance of statutory, legal, licensing and regulatory responsibilities
· Responsibilities for major programs, initiatives and projects

· Delivery of key services or schemes

· Provision of economic or financial management outcomes

· Responsibilities for custody and safekeeping of key assets. 

Associated key performance measures, targets and outcomes should be identified for each key business objective. These can be in the form of quantitative measurable key performance indicators (KPI’s) or targets, qualitative outcomes or the completion of key actions to set milestones.

Suggested actions

g) identify key performance measures, targets and outcomes (in line with, or rely on, existing VPS business planning processes for the entity).

h) Populate data inventory register (see Appendix A for a template register) with the following details:

· Division, business unit or function title (column A in template register).

· Strategy, initiative, program or function details (column B in template register).

· Related key performance measure, target or outcome details (column C in template register).

· Business processes associated with delivering against each measure, target or outcome (column D in template register).

	 SHAPE  \* MERGEFORMAT 



	Having identified key goals, targets and outcomes, the entity can identify the key data and reports that underpin these objectives. I.e. key reports, information or data outputs that are used or relied upon to support achievement of each key measure, target or outcome.

The reports, information or data outputs may include, but not be limited to, the following:

· Reports that indicate performance against KPI’s and targets. 

· Reports that are produced as an outcome of the initiative that represent its completion. 

· Key data maintained in a database 

· Published material as the fulfilment of a statutory function or obligation.

· Data that is maintained in manual records. 

· Data and reports that are used internally by the entity to support achievement of targets and outcomes

· Data and reports used by key external stakeholders, both within and outside the VPS.

Suggested actions
i) Populate Data Inventory Register (see Appendix A for a template register) with the following details:

· Key reports, information or data outputs (internal and external) that underpin the achievement of the measure, target or outcome defined in column A (column E in template register). The reports, information and data outputs captured in this column are the key data dependencies for the entity.

· Systems or manual data repositories associated with the maintenance and production of the reports, information and data (column G in template register).

	 SHAPE  \* MERGEFORMAT 



	Following the identification and capture of key data dependencies, the entity should formally assign a Data Owner for each data dependency in the Data Inventory Register. Clearly defining roles and responsibilities is important whether the role is new, expanded or formalised as accountability and buy-in is critical to maintaining data integrity.  

A Data Owner can be responsible for the following:

· Providing an entity-wide perspective and direction for the data dependency
· Performing a regular assessment of the importance of the key data dependency

· Determining data integrity requirements for the data dependency

· Providing current business process knowledge

· Implementing and maintaining required control frameworks and processes to manage the data integrity risks relevant to the key data dependency

· Facilitating a regular, periodic assessment of the effectiveness of these controls and processes.

Suggested actions

j) Populate Data Inventory Register (see Appendix A for a template register) with the following details:

· Name and title of the person responsible for the defined data dependency in column E (column F in template register).


2. Assess key data dependencies

Not all of the key data dependencies identified in Phase 1 will necessarily have the same level of importance and consequently the data integrity requirements are likely to vary. In order to determine the level of data integrity control and rigour required, it is recommended that an entity assess the importance of each of the key data dependencies defined in Phase 1.

Detailed below is a step-by-step process that entities may consider in order to assess key data dependencies, and subsequently assign a classification of importance to each.
	2. Assess key data dependencies
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	Having captured details of the key data dependencies in a Data Inventory Register, the entity is in a position to assess each of them. This assessment should consider the impact of poor data integrity (in the defined data dependencies) on the organisation’s objectives.

It is recommended that the entity use the data integrity impact assessment questionnaire (Appendix B) to assess each data dependency and assign a classification of importance. This process should be repeated for each key data dependency with the results captured in the Data Inventory Register prepared in Phase 1.

Suggested actions
k) For each key data dependency identified in Phase 1:

· Select the most appropriate response for each question in the data integrity impact assessment questionnaire (provided in Appendix B).

· Determine the classification of importance based on the scoring criteria provided in the data integrity impact assessment questionnaire.
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	In the interests of maintaining a centralised and current Data Inventory Register, the results of the assessment for each key data dependency should be captured in the data inventory register.

Suggested actions
l) Populate data inventory register with the following details:

· Individual scores for each question in the completed data integrity impact assessment questionnaire (column H in template register).

· Classification of importance based on the scoring criteria provided in the data integrity impact assessment questionnaire (column I in template register).
· Date of assessment (column J in template register).
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	This step is a best practice recommendation that is optional for entities to complete under this framework.

An entity may consider utilising the outputs from the assessment of key data dependencies (updated data inventory register) to create an entity-wide profile of the key data dependencies (data integrity environment profile). 

This exercise is not intended to determine an entity-wide classification or a classification by business unit. Rather, it is intended to provide an entity with a consolidated, systematic view of the organisation’s most critical data.

Suggested actions
m) Review the data integrity environment profile template provided in Appendix C.

n) Map each key data dependency (defined in the data inventory register) in the appropriate area (box) based on the assigned division, business unit or function (column A in the data inventory register) and the classification of importance assigned in Phase 2 (column I in the data inventory register).


3. Establish and maintain data integrity controls
Having defined the key data dependencies (in Phase 1) and assigned a classification based on an assessment of importance (in Phase 2), it is recommended that an entity apply appropriate control frameworks and processes to manage the data integrity risks relevant to the key data dependency.

To assist entities with this task, this manual contains data integrity controls guidance (Appendix D) outlining good practice recommendations that VPS entities can consider implementing. The volume of recommendations that entities can consider is dependent on the assigned classification of importance (i.e. differential requirements). Supporting the data integrity controls guidance is a set of detailed guidance materials (Appendix E) outlining processes and controls that VPS entities can consider adopting in order to meet the requirements of the Guidance.

Good practice recommendations within the data integrity controls guidance (Appendix D) and detailed guidance materials (Appendix E) are defined at two different levels:

· Entity level

Recommendations to be applied at the entity-wide environment level, dependant on the highest individual classification of importance assigned to the entity’s key data dependencies (as part of Phase 2).

· Key data dependency level

Specific recommendations to be applied to each individual key data dependency by classification of importance (high, moderate or low).

One of the key components of this phase of the framework is to identify and assess key risks and vulnerabilities (internal and external) that threaten the data integrity requirements of the data dependency (item 6 in the data integrity controls guidance). This risk assessment should drive the establishment of appropriate control frameworks and processes to mitigate the key risks and remediate any control gaps or deficiencies (item 8 in the data integrity controls guidance).

The ‘Limitations and factors that can lead to a loss of data integrity’ described in the ‘data and data integrity’ section of this manual can be used by entities to assist with the identification of key risks and vulnerabilities. The limitations identify aspects that could threaten or impair data integrity for data processes associated with key data dependencies. Once key risks are identified, the limitations can also be used to assist with the identification of controls required to prevent or detect the key risks to data integrity. Further information on this process is provided in the detailed guidance materials (Appendix E).

Suggested actions

a) For each key data dependency identified in Phase 1 and assessed in Phase 2: 
· review the data integrity controls guidance provided in Appendix D. 
· based on the classifications of importance assigned in Phase 2, consider applying/ implementing the recommended control frameworks and processes in the data integrity controls guidance. The recommended differential requirements for each classification are detailed on the first page of the data integrity controls guidance.

· Where required, review the detailed guidance materials provided in Appendix E for further detail and instruction to meet the good practice recommendations in the Guidance.

4. Monitor and assess data integrity controls
In order to ensure that appropriate control frameworks and processes have been implemented to manage data integrity risks for each key data dependency it is recommended that entities perform a regular, periodic assessment of the effectiveness of these controls and processes.

For data dependencies classified as ‘High’ in Phase 2, it is recommended that the assessment occur once annually. For data dependencies classified as ‘Moderate’ or ‘Low’ in Phase 2, the assessment can occur once every two years. The table below summarises these recommendations concerning the frequency of the assessment.

	Classification
	High
	Moderate
	Low

	Frequency of assessment
	Annually
	Once every two years


Detailed below is a step-by-step process that entities may consider in order to perform a controls assessment and remediate any gaps or issues identified.
	4. Monitor and assess data integrity controls
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	Suggested actions

o) For each key data dependency identified in Phase 1 and assessed in Phase 2:

· assess the effectiveness of the controls and processes in place to manage the data integrity risks relevant to the key data dependency. Ideally this assessment would be performed by a party that is independent of the assigned data dependency owner.

· if appropriate (or useful) utilise the data integrity controls guidance provided in Appendix D, and supporting detailed guidance materials in Appendix E, as a guide on the types of controls and processes that should be in existence/operation.
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	Suggested actions

p) Plan and undertake any actions required to remediate any gaps or issues identified in the assessment performed in step 4.1 (above). These actions should be monitored to completion to ensure that all data integrity risks are being adequately managed.


Appendix A. Data inventory template
Entity name:
Date of last update:

	Phase 1
	Phase 2

	A
	B
	C
	D
	E
	F
	G
	H
	I
	J

	Division, business unit or function
	Strategy, initiative, program or function
	Key performance measure, target or outcome
	Business process
	Data dependency
	System / Repository
	Assessment

	
	
	
	
	Key reports, information or data outputs
	Owner
	
	Scores
	Assessment Classification
	Date of assessment

	
	
	
	
	
	
	
	DI
	R
	FL
	SE
	LI
	LC
	O
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	


Instructions (for each column):
	Column
	Instruction

	A
	Division, business unit or function
	List the key divisions, business units or functions of the entity.

	B
	Strategy, initiative, program or function
	List the key business objectives (strategies, initiatives, outcomes) of each division, business unit or function.

	C
	Key performance measure, target or outcome
	List the key performance measures, targets or outcomes associated with each key business objective.

	D
	Business process
	List the key business processes associated with delivering against each measure, target or outcome.

	E
	Key reports, information or data outputs
	List the key reports, information or data outputs (internal & external) that underpin the achievement of the defined measure, target or outcome.

	F
	Owner
	List the data owner responsible for the data dependency.

	G
	System/repository
	List the key systems or manual data repositories associated with the maintenance and production of the data dependency.

	H
	Assessment scores
	Capture the assessment scores for each question in the completed data integrity impact assessment questionnaire for the data dependency. (DI = Decision impact; R = Reputation; FL = Financial losses; SE = Stakeholder expectations; etc.)

	I
	Assessment classification
	Capture the classification of importance based on the completed data integrity impact assessment questionnaire for the data dependency.

	J
	Date of assessment
	Capture the date of the assessment of importance (that corresponds to the details captured in columns G and H).


Appendix B. Data integrity impact assessment questionnaire
Instructions: This questionnaire should be completed for each key data dependency identified and captured in the data inventory register prepared in Phase 1. The resulting scores for each question and classification of importance from this questionnaire should be captured in the data inventory register.
	#
	Question
	Assessment
	Comments
	Assigned score

	A
	Decision impact

To what degree would a lack of data integrity in this data dependency lead to the inability of management to make informed strategic and operational decisions?
	3
	The survival of the entity may be threatened due to management’s inability to make informed strategic and operational decisions.
	
	

	
	
	2
	The entity may suffer significant financial loss (direct costs or lost opportunities) due to management’s inability to make strategic and operational decisions. 
	
	

	
	
	1
	The entity may incur limited increased costs due to management inability to make some strategic and operational decisions.
	
	

	
	
	0
	No impact on the ability of management to make informed strategic and operational decisions.
	
	

	B
	Reputation

To what extent would a lack of data integrity in this data dependency have a negative effect on the entity’s reputation?
	3
	Sustained state-wide and national media coverage and/or serious reputation impact. 
	
	

	
	
	2
	Limited state-wide or national media coverage and/or some reputation impact. 
	
	

	
	
	1
	Limited local or industry media coverage and/or isolated reputation impact. 
	
	

	
	
	0
	No media coverage. No reputation impact.
	
	

	C
	Financial losses
What level of financial loss would be incurred due to a lack of data integrity in this data dependency?
	3
	Significant costs, which would materially affect the financial statements of the entity.
	
	

	
	
	2
	Significant costs, however there would be no material impact on the financial statements of the entity.
	
	

	
	
	1
	Some increased (but not significant) costs.
	
	

	
	
	0
	No financial impact.
	
	

	D
	Stakeholder expectations
What impact would a lack of data integrity in this data dependency have on stakeholder relationships?
	3
	Major impact on stakeholder relationships and irreparable harm to the image of the entity.
	
	

	
	
	2
	Dissatisfaction amongst many stakeholders and the potential for a moderate impact on stakeholder relationships.
	
	

	
	
	1
	Some dissatisfied stakeholders with the potential for some impact on stakeholder relationships.
	
	

	
	
	0
	No impact on stakeholder relationships and the image of the entity.
	
	

	E
	Legal impact
What legal impacts would result from a lack of data integrity in this data dependency?
	3
	Legal action may result that would threaten the ongoing survival of the entity.
	
	

	
	
	2
	Significant legal action may result that would have a large impact on the entity.
	
	

	
	
	1
	Minor legal action may result which would have little impact on the entity.
	
	

	
	
	0
	No legal impact.
	
	

	F
	Legislative context
To what extent would a lack of data integrity in this data dependency have an impact on legislative decisions or objectives?
	3
	There would be a direct and significant adverse impact on major legislative decisions or objectives.
	
	

	
	
	2
	There would be a direct and significant impact on minor legislative decisions or objectives, or a direct but small impact on major legislative decisions or objectives.
	
	

	
	
	1
	There would be a direct but small impact on minor legislative decisions or objectives.
	
	

	
	
	0
	No impact on any legislative decisions or objectives.
	
	

	G
	Other

To what extent is this data dependency impacted by other factors relevant to the entity’s industry or sector?
	3
	The data is extremely important for the entity’s industry / sector and any data integrity issues would have a significant impact on the entity.
	
	

	
	
	2
	The data is relatively important for the entity’s industry / sector and any data integrity issues would have a moderate impact on the entity.
	
	

	
	
	1
	The data is not that important for the entity’s industry / sector but any data integrity issues would have a moderate impact on the entity.
	
	

	
	
	0
	The data is not important for the entity’s industry / sector.
	
	

	
	
	
	
	
	

	
	
	
	
	Highest score
	


Classification of importance
Determine the highest (individual) score based on the questionnaire and use the table below to determine the classification of importance for the key data dependency. 

For example, if the highest individual score assigned to any of the seven questions was 3, than the classification of importance is ‘High’ – regardless of the scores assigned to other questions. If the highest individual score for any of the questions was 2, than the classification of importance is ‘Moderate’ etc.

	Classification
	High
	Moderate
	Low
	Not Required

	Highest score
	3
	2
	1
	0


Appendix C. Data integrity environment profile template

Entity name:
Date of last update:
	
	Division, business unit or function

	Classification
	Business unit A
	Business unit B
	Business unit C
	Business unit D
	Business unit E
	Business unit F
	...

	High
	
	
	
	
	
	
	

	Moderate
	
	
	
	
	
	
	

	Low
	
	
	
	
	
	
	

	Not required
	
	
	
	
	
	
	


	Instructions: Capture each key data dependency (defined in the Data Inventory Register) in the appropriate area (box) based on the assigned division, business unit or function (column A in the Data Inventory Register) and the classification of importance assigned in Phase 2 (column I in the Data Inventory Register). See example on the right.
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Appendix D. Data integrity controls guidance
Entity level
The table below defines the specific guidance recommendations that entities should consider applying at the entity-wide environment level. The application of these recommendations is dependent on the highest individual classification of importance assigned to the entity’s key data dependencies (as part of Phase 2). For example, if the entity has three key data dependencies (identified in Phase 1) and they are assigned classifications of importance of ‘Low’, ‘Moderate’ and ‘Low’ (in Phase 2), then the entity should apply these entity level recommendations at the overall ‘Moderate’ level. If the classifications of importance for the three key data dependencies were ‘Low’, ‘Moderate’ and ‘High’, then the entity should apply these entity level recommendations at the overall ‘High’ level, etc.
	#
	Guidance – Entity level 
	Highest individual data dependency classification

	
	
	High
	Moderate
	Low

	A
	Entity-wide ownership 
	X
	X
	X

	B
	Data integrity charter
	X
	X
	


Key data dependency level

The table below defines the specific guidance recommendations that entities should consider applying for each key data dependency by individual classification of importance (high, moderate or low).
	#
	Guidance – Key data dependency level 
	Data dependency classification

	
	
	High
	Moderate
	Low

	Environment

	1
	Data integrity plan
	X
	
	

	2
	Data dependency ownership
	X
	X
	X

	3
	Performance measurement
	X
	
	

	4
	Procedural documentation
	X
	X
	X

	5
	Information security management
	Refer to WoVG ICT Policy – Info security management

	Risk management

	6
	Data integrity risks
	X
	X
	X

	7
	Change management
	X
	X
	

	Control activities

	8
	Controls
	X
	X
	X

	9
	Validation controls
	X
	X
	

	10
	IT Controls
	X
	X
	

	11
	Information supply chain and management
	X
	X
	

	Information and communication

	12
	Training
	X
	X
	

	13
	Issues and response management
	X
	X
	

	14
	Data integrity performance reporting
	X
	
	

	Monitoring

	15
	Ongoing controls assessment
	X
	
	

	16
	Data Profiling
	X
	
	


Data integrity controls guidance – Checklist

	#
	Data Integrity Controls Guidance – Checklist
	Apply
	Comments

	Entity level

	A
	Entity-wide ownership
The entity has assigned a senior manager to have explicit executive level accountabilities for data integrity – an accountable person. 
	(
n/a
	

	B
	Data integrity charter 

The entity has defined and documented a Data Integrity Charter outlining its perspective and approach to the management of data integrity across the organisation.
	(
n/a
	

	Key data dependency level

	Environment

	1
	Data integrity plan

The entity has defined and documented a Data Integrity Plan for the data dependency. The Plan outlines the entity’s requirements for data integrity for the key data dependency. ie its obligations and expectations for the data. 
	(
n/a
	

	2
	Data dependency ownership 

The entity has assigned a dedicated owner for the defined data dependency. 
	(
n/a
	

	3
	Performance measurement

The entity has incorporated data integrity responsibility as a component of staff performance plans and measures to provide incentives for those accountable for the integrity of the data dependency.
	(
n/a
	

	4
	Procedural documentation

The entity has established and documented integrity standards and procedures for the key data dependency. These standards and procedures should include details of the required control mechanisms for the data dependency to manage data integrity.
	(
n/a
	

	5
	Information security management

Refer to the Whole of Victorian Government ICT Policy on Information Security Management issued by the Department of Treasury and Finance for guidance on requirements for information security management.

	Risk Management

	6
	Data integrity risks

The entity understands and has documented the full range of data integrity risks in relation to the defined data dependency in a risk register. Risks that impact the achievement of data integrity and data activity control objectives are included in the risk register. The risk register includes details of the controls or mitigation plans in place to address the identified risks.
	(
n/a
	

	7
	Change management

Changes to business processes or systems that impact on the defined data dependency are subject to a controlled implementation process whereby their impact upon data integrity is identified and considered.
	(
n/a
	

	Control Activities

	8
	Controls

The entity has identified and implemented the key controls required to ensure data integrity for the data dependency. These include controls over data acquisition, ongoing data maintenance and data distribution. The entity has determined it has the right controls in place to mitigate its key data integrity risks for the data dependency.
	(
n/a
	

	9
	Validation controls

The entity has identified and implemented validation controls to detect errors or anomalies in data submitted or used in the key data dependency. This may include data profiling via statistical analysis, reconciliation of data against another data source or reasonableness/consistency checking.
	(
n/a
	

	10
	IT controls

The entity has implemented IT controls to manage the IT environment that supports the data dependency. This includes controls over access to programs and data, systems change management, computer operations, and systems and infrastructure development.
	(
n/a
	

	11
	Information supply chain and management

The entity has defined data integrity requirements for data that is submitted or managed by an external party and subsequently used in the defined data dependency.
	(
n/a
	

	Information and Communication

	12
	Training

The entity provides data integrity training to the data dependency owner and any other relevant management and staff.
	(
n/a
	

	13
	Issues and response management

The entity has defined and documented a formal process for managing data integrity issues, starting with conducting root cause analysis through to resolution. The process includes a centralized data integrity issue identification, investigation, escalation and recording process (eg Data integrity issues register and status tracking). 
	(
n/a
	

	14
	Data integrity performance reporting

The entity has defined metrics and a way to measure and report on data integrity for the data dependency. Data integrity is regularly measured and reported for the data dependency.
	(
n/a
	

	Monitoring

	15
	Ongoing controls assessment
The entity actively monitors and assesses the effectiveness of its key data integrity controls for the data dependency on an ongoing basis. This process is independent of the periodic assessment of the effectiveness of key data integrity controls that is performed by a party that is independent of the assigned Data Owner.
	(
n/a
	

	16
	Data profiling

The entity has mechanisms to detect anomalies in all its key data. This may include periodic data profiling via statistical analysis, reconciliation of data against another data source, and reasonableness/consistency checking to assess whether the data is within expected parameters and identify any anomalies.
	(
n/a
	


Appendix E. Detailed guidance materials
Entity level
These guidance materials are intended for application at the entity-wide environment level.
The application of these recommendations is dependent on the highest individual classification of importance assigned to the entity’s key data dependencies (as part of Phase 2). For example, if the entity has three key data dependencies (identified in Phase 1) and they are assigned classifications of importance of ‘Low’, ‘Moderate’ and ‘Low’ (in Phase 2), then the entity should apply these entity level recommendations at the overall ‘Moderate’ level. If the classifications of importance for the three key data dependencies were ‘Low’, ‘Moderate’ and ‘High’, then the entity should apply these entity level recommendations at the overall ‘High’ level, etc.

	
	
	Highest individual data dependency classification

	A
	Entity-wide ownership
	High
	Moderate
	Low


All VPS entities should consider assigning a senior manager to have explicit executive level accountabilities for data integrity – the accountable person. Their responsibilities will be to ensure that the organizational response to data integrity is appropriate to its data integrity risks and the data integrity controls in place to mitigate these risks operate effectively over time. The accountable person would delegate responsibilities for the performance of specific data integrity roles and initiatives to other managers and staff that would be expected to fulfil these on a day to day basis.

To achieve the required level of sponsorship and ownership, it is recommended that entities appoint a data integrity sponsor (or director of data integrity). A data integrity sponsor should have the:

· ability to effectively communicate with a broad cross-section of the business

· authority to authorise change across multiple business functions

· overall responsibility for, and ownership of, data integrity across the business.
	Example – Director of data integrity

Some entities within the VPS have employed/assigned a ‘Director of data integrity’ to oversee the management of data integrity within the entire organisation. Assigning direct responsibility has assisted to formalise accountability, and increase awareness and buy-in.


Ultimately, the data integrity sponsor should be responsible for directing data owners (see ownership section later in this appendix) towards achieving the data integrity objectives of the entity. Specifically, the data integrity sponsor is likely to have the following responsibilities:

· setting the data integrity environment within the business. The organisation’s internal environment is the foundation for supporting data integrity processes, practices and supporting technology and may include:

· communicating the data integrity philosophy – how data integrity is regarded and valued. 

· establishing and maintaining required data integrity governance, roles and responsibilities - the extent to which senior management takes responsibility for data integrity and the definition of clear roles and responsibilities for data integrity across the organisation.

· data integrity culture - the set of shared attitudes, values, goals and practices that characterise how an organisation considers data integrity in its day-to-day activities. Data integrity culture also influences the degree to which data integrity considerations are embedded in management practices.

· maintaining the entity’s data inventory register (prepared in Phase 1 of this manual).

· ensuring that data owners are assigned for all key data dependencies identified in the data inventory register (in phase 1 of this manual)

· providing input to, reviewing and agreeing the assigned classifications for each of the entity’s key data dependencies based on an assessment of importance (in Phase 2 of this manual).

· oversee the application of required control frameworks and processes to manage the data integrity risks (as part of Phase 3 of this manual).

· ensuring that regular, periodic assessments of the effectiveness of controls and processes for key data dependencies are performed (as part of Phase 4 of this manual).

Responsibility matrix

The RACI (Responsible, Accountable, Consulted, Informed) matrix over the page provides an overview of responsibility for key tasks within the data integrity framework prescribed in this manual. Definitions for each of the four different responsibility types outlined in the RACI matrix are as follows:
	Responsible 
	Responsible for performing the task (i.e. do the work)

	Accountable
	Accountable for the appropriate completion of the task.

	Consulted
	Consulted during and after completion of the task (two-way communication)

	Informed
	Informed of progress and completion of the task (one-way communication)


The matrix refers to the Data Integrity Sponsor (described above) and the assigned data owner (for each key data dependency) described in the Ownership section later in this appendix.

	
	
	
	RACI matrix

	Key task
	Manual Ref.
	Data integrity sponsor
	Data owner

	1
	Maintain entity’s Data Inventory Register (Phase 1 of this manual)
	Pg 11
	Responsible

Accountable
	Consulted

	2
	Assign Data Owners for each key data dependency (Phase 1)
	Pg 12
	Responsible

Accountable
	Consulted

	3
	Assessment of importance of key data dependency (Phase 2)
	Pg 14
	Accountable
	Responsible

	4
	Review and agree assigned classifications of importance for each of the entity’s key data dependencies (Phase 2)
	Pg 14
	Responsible

Accountable
	Consulted

	5
	Apply appropriate control frameworks and processes to manage data integrity risks relevant to the key data dependency (Phase 3)
	Pg 16
	Accountable
	Responsible

	6
	Ensure regular, periodic assessments of the effectiveness of controls and processes for all key data dependencies are performed (Phase 4)
	Pg 17
	Responsible

Accountable
	Informed


	Example – Centralisation of data management functions

Some entities within the VPS have centralised their data gathering and management functions. Where previously they had multiple areas of their business collecting, collating and reporting on data, these functions were now all the responsibility of a central group. The centralisation of data management functions has assisted with a consistent approach to, and an improvement in, overall data integrity.


	
	
	Highest individual data dependency classification

	B
	Data integrity charter
	High
	Moderate
	Low


All VPS entities with at least one key data dependency that is assigned a ‘high’ or ‘moderate’ classification of importance should consider establishing a data integrity charter.

A data integrity charter provides the foundation for enabling the data integrity processes, practices and supporting technology, providing a baseline statement around which the organisation’s data integrity processes and procedures can be developed. It should be flexible enough to be adaptable to changes in the organisation’s business objectives and goals.  

As such the data integrity charter forms the blueprint for the data integrity goals and initiatives.  The content, granularity and format of the data integrity charter may vary from one organization to another. Topics that may be addressed within a data integrity charter include:
	Theme
	Description
	Sections/Topics

	Vision - Data Integrity philosophy 
	The “Vision” section focuses on outlining the goal of the data integrity initiatives and the value the organisation seeks from data integrity initiatives, which influence how data integrity should be most effectively applied. It can also address the data integrity obligations and the benefits for the organisation.
	This section of the charter can address:

· Purpose - Reason for the charter

· Business objectives that the charter addresses

· How data integrity is defined across the organsation

· The organisation’s data integrity philosophy and expectations - how data integrity is regarded

· Data integrity objectives

· Data integrity benefits

· Key characteristics of the expected data integrity environment

· Standards to be used

· Industry rules, legislation and regulation.

	Data integrity governance, roles and responsibilities 
	The extent to which senior management takes responsibility for data integrity and the definition of clear roles and responsibilities for data integrity across the organization.
	This section of the charter can address:

· How data integrity ownership is addressed

· The data integrity governance structure

· The assignment of authority and responsibility

· The extent to which individuals are held accountable for data integrity

· Data integrity roles and responsibilities

· Involvement of external third parties

	Data integrity culture
	The set of shared attitudes, values, goals and practices that characterise how an organisation considers data integrity in its day-to-day activities.  

Data integrity culture also influences the degree to which data integrity considerations are embedded in management practices.
	This section of the charter can address:

· How senior management communicates the importance of data integrity to their employees

· How data integrity behaviours are communicated to employees

· How data integrity ownership and the associated responsibilities are formalized e.g., job descriptions, contracts or service level agreements that include specific clauses relating to data integrity

· Link between data integrity and the organisation’s HR policies and processes e.g. performance review, code of conduct, etc

· The expected data integrity behaviors, the practices that support these behaviors and practices that do not support these behaviors.  


	Example – Data management principles

Some entities within the VPS have established data or information management principles. These principles are generally high-level in nature and outline the respective entity’s general perspective and approach to the management of its key data. 

The establishment of broad principles assists to ensure a consistent approach across an organisation to the management of its data. It also ensures that senior management or executive requirements for the management of data are applied to every key data dependency.


Key data dependency level
These guidance materials are intended for application at the individual data dependency level based on individual classification of importance (high, moderate or low).
	1
	Data integrity plan
	High
	Moderate
	Low


For those data dependencies that are assigned a ‘high’ classification of importance, entities should consider establishing a data integrity plan. The data integrity plan for the key data dependency should align to the Data Integrity Charter that exists at an entity-wide level, and provide a statement of the entity’s perspective and approach to the management of data integrity for the relevant key data dependency.

The content, granularity and format of the data integrity plan may vary from one data dependency to another. Topics that may be addressed within a data integrity plan include:
	Theme
	Areas to cover

	What
	· Purpose - Reason for the plan

· Description of the key data dependency

· Business objectives that the data dependency supports

· Relevant benefits of data integrity.

	Where
	· Extent of the plan e.g., affected locations, business units, divisions

· The audience for the plan e.g., employees, customers, suppliers

· The business processes that are to be addressed by the plan.

	How and when
	· Standards to be used at a high-level – rules governing how data integrity is to be implemented. May be internally or externally driven, based on mandated rules e.g., legislations or regulation or based on voluntary rules e.g., best practices.

· Data integrity objectives for completeness, consistency, accuracy, validity and timeliness.

· Activities which need to be undertaken to embed data integrity within the organisation’s processes and support achievement of the data integrity objectives

· Information and communication mechanisms

· Data integrity monitoring, maintenance and reporting processes

· Timeframe requirements for the relevant activities and processes.

	Who
	· Organisation roles and responsibilities required to support the implementation and ongoing operation of the Data Integrity Plan. May be defined in a RACI matrix.


	2
	Data dependency ownership

	High
	Moderate
	Low


Ownership is about assigning accountabilities and responsibilities for aspects of data integrity. Data integrity will not happen or will suffer for attention against competing priorities unless expectations are set (and in appropriate circumstances, performance is measured).

Each entity should assign a dedicated data owner for the defined data dependency. The name and title of the assigned owner should be captured in the data inventory register.

In certain instances, it may not be possible to define one data owner for a specific data dependency.  If required, multiple data owners may need to be identified and priorities and decisions may need to be coordinated through the concept of a Data Integrity Council.

The data owner can be responsible for the following:

· Providing an entity-wide perspective (i.e. cross department / functional boundaries) and direction for the data dependency

· Performing a regular assessment of the importance of the key data dependency

· Determining data integrity requirements for the data dependency

· Providing current business process knowledge

· Implementing and maintaining required control frameworks and processes to manage the data integrity risks relevant to the key data dependency

· Facilitating a regular, periodic assessment of the effectiveness of these controls and processes

· Managing access to the data dependency

· Monitoring data integrity metrics and coordinating process owners to achieve data integrity (where applicable).

Data integrity roles and responsibilities may already exist within the entity however the roles may be informal or not clearly defined. Incremental responsibilities may need to be added to existing positions and existing responsibilities may need to be documented and formalised. Clearly defining roles and responsibilities is important whether the role is new, expanded or formalised as accountability and buy-in may be critical to maintaining data integrity.  

For those data dependencies that are assigned a ‘high’ classification of importance, entities may also consider assigning process owner(s) who have responsibility for the relevant business processes associated with the data dependency. Process owners can assist with ensuring that the data integrity is maintained throughout the process for which they are responsible.

Entities may consider documenting a RACI matrix to capture and define responsibility and accountability.

	3
	Performance measurement
	High
	Moderate
	Low


Entities should consider linking data integrity roles and responsibilities with performance metrics for relevant staff (i.e. data integrity sponsor and data owners). This may include the use of metrics to provide an incentive for those accountable for the integrity of the data to maintain the levels of integrity required by the entity.

The nature and application of performance metrics will vary by entity, subject to existing performance management processes. However, some example key performance indicators that entities may consider applying include:

· data owner has performed an annual assessment of the importance of their key data dependency

· data owner has ensured that data integrity risks in relation to the defined data dependency have been identified and that appropriate control frameworks and processes to manage these risks have been applied and implemented

· data integrity sponsor has coordinated an annual assessment of the effectiveness of controls and processes for each of the entity’s key data dependencies.

	4
	Procedural documentation
	High
	Moderate
	Low


Entities should take steps to embed Data Integrity standards and procedures into core business activities through the creation and use of procedural documentation for those business processes related to key data dependencies. This procedural documentation should include details of the required processes and controls to maintain data integrity for the relevant key data dependencies. 

Processes for which procedural documentation (including details of required data integrity processes and controls) may be required include:

· business processes e.g., procurement and payables, revenue and receivables

· system development life cycle processes

· system maintenance processes

· reporting processes

· data input and output processes

· standing (static) data maintenance.

Examples of how data integrity can be embedded within a business process and supporting procedural documentation include:

· checking for duplicates prior to entering new data

· defining rules and standards for all data being entered

· monitoring data entry, update, delete processes to ensure compliance with rules and standards

· defining balancing and reconciliation rules and standards.

	5
	Information security management
	Refer to WoVG ICT Policy – Information Security Management


Entities should implement controls to protect sensitive data within the data dependency from unauthorized access. Entities should refer to the Whole of Victorian Government ICT Policy on Information Security Management issued by the Department of Treasury and Finance for guidance on requirements for information security management.
	6
	Data integrity risks
	High
	Moderate
	Low


Entities should identify and document the full range of data integrity risks in relation to the defined data dependency in a risk register. This risk register should include details of the controls or mitigation plans in place to address the identified risks.

The risk assessment should drive the establishment of appropriate control frameworks and processes to mitigate the key risks and remediate any control gaps or deficiencies (item 8 in the Data Integrity Controls Guidance).

Detailed below is a step-by-step guide that entities may consider following to perform a risk assessment for each key data dependency. Entities should note that this is only a guide and should ensure that any risk rating or assessment approaches that are adopted (for risk assessing key data dependencies) are consistent with their existing risk management practices.

Step 1 – Specify the data integrity objectives for the key data dependency

Consider the five components of data integrity defined earlier in this Manual – completeness, consistency, validity, accuracy, and timeliness / availability, and the responses to each question of the Data Integrity Impact Assessment Questionnaire (Phase 2 and Appendix B of this Manual) for the key data dependency.  

Identify the component(s) of data integrity that must be achieved in order to minimise the impact on data integrity for each question of the Data Integrity Impact Assessment Questionnaire – the relevant data integrity components form the data integrity objectives for the key data dependency.

For example if completeness and accuracy are considered the most important data integrity components that need to be achieved for a key data dependency in order to ensure its fitness-for-purpose, these components form the relevant data integrity objectives.

Step 2 – Understand all stages of the data lifecycle for the key data dependency

Identify and understand all stages of the data lifecycle for the key data dependency. This may include the following:

· Understand the individual data items that are key to the integrity of the data dependency (e.g. what are the key fields that are critical to the integrity of the key data dependency?)

· Understand and document the path that data items that constitute the key data dependency travel through from the point of origin to ultimate use - understand all stages of the data lifecycle (e.g. creation – sustain – analyse – report – retire stages)

· Identify data sources – i.e. where data is captured, sourced or collected – including dependencies on other parties for data supply/ provision

· Identify where a data item is collected from numerous different parties, processes or IT systems

· Record where data responsibilities cross organisational and functional / team boundaries

· Identify data stores – i.e. data bases, files, etc

· Identify the transformations that occur to the data items along the lifecycle – e.g. the calculations, filtering and mappings that are performed on key data items along the journey. Mappings arise where data is converted from one database or file to another. This typically occurs when data is passed from one party or system to another, or when data is combined or aggregated from multiple sources

· Where individual data items have different sources, or follow different paths, document these differences to capture the ‘data lineage’ of key data items

Consider using flow diagrams to capture this understanding. 

Step 3 – Identify key risks and vulnerabilities (internal & external) that threaten the data integrity objectives

Identify the key risks that threaten achievement of the identified data integrity objectives, using:

· The relevant data integrity objectives (Step 1)

· The understanding of the data lifecycle (Step 2)

· Data integrity limitations (Appendix F of this Manual). The limitations represent those aspects that can have a negative effect that could threaten or impair data integrity for key data dependencies. They represent the potential vulnerabilities to data integrity that can arise along the data lifecycle of any data item. 

Entities should note that the data integrity limitations (Appendix F of this Manual) can also be used to focus attention on just those limitations relevant to the specified data integrity objectives (Step 1 outcomes). For example, if completeness and accuracy are considered the most important data integrity components, then the entity can filter the list of data integrity limitations to focus on those limitations that relate to completeness and accuracy.

Entities may also consider using this limitations template to document the identification and assessment of risks, filtering out those limitations that are not related to the identified data integrity objectives.

Step 4 – Assess key risks and vulnerabilities (internal and external) that threaten the data integrity requirements

For the relevant data integrity limitations identified in Step 3, assess the risk of the limitation occurring in the context of the documented data lifecycle. Use existing risk assessment processes and tools to apply a risk rating (e.g. H / M / L or N/A) for each relevant limitation.

The rating should be based on an assessment of the risk of the individual limitation occurring. This should be the ‘inherent’ risk – i.e. before the operation of any existing risk mitigation control activities. Other factors that should be taken into consideration in assessing the inherent likelihood include:

· The inherent complexity of the underlying data lifecycle – e.g. complexity of the associated processes, calculations, analysis or transformations

· The history of problems or issues associated with key data lifecycle stages and activities

· The degree of change versus stability of the underlying data lifecycle stages and activities (the greater the degree of change the greater the likelihood of problems or issues being introduced)

Risk is typically considered as a product of likelihood (likelihood of the limitation occurring) and impact (impact of the limitation on the data integrity objective(s) should the limitation occur). The likelihood rating will typically differ from limitation to limitation. If it is considered that some limitations would have a greater or lesser impact than others on achieving the data integrity objective, then separate ratings for likelihood and impact should be assigned for each limitation. The product of the likelihood and impact ratings should provide an overall risk rating for the limitation. The outcome of step 4 should be a risk rating for each relevant limitation.

As stated previously, entities should ensure that any risk rating or assessment approaches adopted are generally consistent with their existing risk management practices.

	7
	Change management
	High
	Moderate
	Low


Entities with key data dependencies that are assigned a ‘high’ or ‘moderate’ classification of importance should consider establishing defined, controlled change processes for any changes to business processes or systems that impact on the data integrity of the defined data dependency. Changes that may impact data integrity include systems changes, data migrations or conversions, process changes (new processes or re-engineered processes), or people changes (loss of key individuals, restructures, redundancies or terminations).

Change management processes should aim to ensure that any changes are requested, authorised, performed, tested, and implemented to ensure that they do not have a negative impact on the data integrity of the key data dependency. 

Ideally, such a change process should include the following requirements or controls at a minimum:

· User requests in relation to the change are captured, authorised, and prioritised to support the achievement of management’s objectives

· An adequate level of testing is performed by appropriate personnel to ensure that the change does not negatively impact on the achievement of management’s objectives, including data integrity objectives

· Changes are only implemented after adequate testing has been performed and the proper business user management approvals have been obtained

· End user support documentation and training is updated concurrently with implementation of changes

· A process for monitoring the effectiveness of the change control process

Where an entity has an existing defined, controlled change process for business process or system changes, entities should consider amending the process to ensure that the impact of the change upon data integrity is identified and considered as part of the change process.

Management may consider performing a post-implementation review to ensure that data integrity has been maintained following the implementation of the change.

	8
	Controls
	High
	Moderate
	Low


Entities should establish appropriate control frameworks and processes to mitigate the key risks and remediate any control gaps or deficiencies identified by the risk assessment (item 6 in the Data Integrity Controls Guidance).

Where required (and relevant) these controls should include:

· Validation controls (item 9 in the Data Integrity Controls Guidance)

· IT controls (item 10 in the Data Integrity Controls Guidance)

· Information security management controls (item 5 in the Data Integrity Controls Guidance)

· Change management controls (item 7 in the Data Integrity Controls Guidance)

All key controls, including their nature and frequency, should be defined in procedural documentation prepared for the key data dependency (see item 4 in the Data Integrity Controls Guidance). This should include clear definition of accountabilities for the performance of the controls. Defining accountabilities may include assigning specific control owners.

The ongoing operation of all key controls should be periodically monitored and assessed for all key data dependencies that are assigned a ‘high’ classification of importance (see item 15 in the Data Integrity Controls Guidance).

	9
	Validation controls
	High
	Moderate
	Low


Validity is a measure by which data adheres to defined business rules, accepted values and accepted formats. Entities with key data dependencies that are assigned a ‘high’ or ‘moderate’ classification of importance should consider implementing validation controls to ensure that data is within expected parameters and continues to meet the integrity objectives of the entity. 

Data integrity was defined earlier in this manual to consist of five dimensions – completeness, consistency, validity, accuracy, and timeliness / availability. For the purposes of clarification and assistance in determining required validation controls, the validity dimension can be further defined as consisting of the components detailed in the table below:

	Validity dimension component
	Definition
	Example

	Field Structure
	Data type and length
	Budgeted Net Sales Value must have a data type of numeric and the length must be between 1 and 15 with 2 decimal points

	Completeness
	Each record contains a value within the specified field
	Budgeted Sales by profit centre cannot be null

	Uniqueness
	No primary values are duplicated
	Customer ID must be unique for each and every customer in the customer master table

	Domain/Range
	· The discrete set of allowed values for a data element; and

· Allowed values along a scale of values
	· Profit centres must match to the valid list of profit centres; and

· Sales range must be valid for profit centres

	Dependency Rules
	Value adheres to dependency rules with other fields
	Budgeted Net Sales Value should be at the same level as Demand Quantity

	Relationship/ Cardinality
	Proper parent/child relationship exists (child record must have a corresponding parent record)
	Vendor field on a Purchase Order must have a corresponding Vendor Master Record

	Duplicate Records
	Multiple records exist for the same instance of data
	Cannot have duplicate profit centres for budgeted net sales value information received from a financial system

	Derivation
	The correctness with which derived or calculated data is calculated from its base data
	The calculation for Unit Price (net dollars/net units) is the correct calculation definition

	Business Rules
	Various different business rules which should be applied
	An asset should not be older than 100 years


Entities should review the components of validity defined in the table above to determine the validation controls required to ensure that data is within expected parameters.

Data validation controls, including their nature and frequency, should also be defined in procedural documentation prepared for the key data dependency (see item 4 in the Data Integrity Controls Guidance). This should include clear definition of accountabilities for the detection, investigation and escalation of data anomalies.
	Example – Electronic data submission

Some entities within the VPS have established electronic data submission platforms to enable reporting organisations to submit their data electronically (rather than via manual reports or forms). The use of an electronic tool reduces the risk of manual transposition error, assists with the efficiency of data collection, and enables the use of automated validation controls. The use of automated validation helps to reduce the risk of data integrity issues in data submitted by reporting organisations by addressing data integrity issues at the source prior to compilation.


	10
	IT controls
	High
	Moderate
	Low


Entities should implement appropriate controls to maintain the information technology environment that supports the achievement of data integrity. Typically, these controls would be expected to cover the following areas:

· Access to programs and data including management of IT security activities, data security, operating system security, network security and physical security.

· Systems change management including specification, authorisation and tracking of change requests, testing and quality assurance, program implementation, documentation and training, and segregation of duties.

· Computer operations including overall management of computer operations activities, batch scheduling and processing, real-time processing, and backup and problem management.

· Systems and infrastructure development including management of development and implementation activities, project initiation, analysis and design, testing and quality assurance, program implementation, documentation and training, and segregation of duties.

By way of information, some example IT controls may include:

· Access requests for either new or existing application users are authorised by appropriate parties and support effective segregation of duties.

· Operating system access is removed / disabled in a timely fashion upon changes in employee status (i.e. terminations, transfers).

· Access to application administrative accounts and powerful system functions is appropriately restricted to only authorised personnel, and is supported by procedures to authorise access requests.

· Robust password controls have been designed and implemented for all operating system end user accounts.

· Separate environments are utilised for development, testing, and production for program changes.

· Changes to interfaces are appropriately authorised and are subject to relevant change management procedures.

· Procedures to restore data from backups have been documented and periodic tests of data restorations are performed.

· Business requirements are defined for all new system developments and implementations.  Requirements are reviewed and approved by the appropriate business user management.

· Users are adequately trained on all new systems and related internal controls.

	11
	Information supply chain and mgt
	High
	Moderate
	Low


The information supply chain encompasses the set of data activities that operate over the lifecycle of a key data dependency. i.e. create, sustain, analyse, report and retire. 

This set of activities may be performed entirely within the entity or some activities may be performed by other parties. Even if the set of activities are performed entirely within the entity, responsibilities may span operational boundaries. By way of example, external parties, or even other areas within the entity, may:

· Capture the data at source and submit to the entity

· Manage aspects of the entity’s data management environment. For example, outsourced IT providers

· Receive data managed and provided by the entity

In all cases it is important to ensure that the data integrity expectations of the entity are managed across the end-to-end lifecycle, regardless of who is responsible for the performance of the activities.

To achieve this, VPS entities should consider setting and communicating data integrity requirements for data providers (entities should consider aligning these requirements to the guidance provided in this Manual). This may include the establishment of formal contracts or service level agreements with information suppliers, encompassing data integrity expectations, criteria and key performance indicators.

These agreements may include specifying data integrity performance measures that are performed by the supplier prior to submission, and also by the entity on receipt of the data (effectively as acceptance criteria).

Entities may also consider establishing formal contracts or service level agreements with data recipients / users encompassing data integrity expectations, criteria and key performance indicators, to ensure that expectations are understood and agreed. Data integrity performance measures may also be established (similar to that described above for data suppliers) for data recipients / users that can be performed by the entity on data extraction / reporting / transfer data (effectively as acceptance criteria).

	12
	Training
	High
	Moderate
	Low


For those entities with key data dependencies that are assigned a ‘high’ or ‘moderate’ classification of importance, training on data integrity requirements should be provided to relevant personnel. The delivery of this data integrity training may be integrated with other training programs undertaken within the organisation.

Detailed training on data integrity requirements should be provided to those individuals (Data Integrity Sponsor and Data Owners) who are generally responsible for data integrity. This may include training on how to execute the steps and requirements outlined in this manual.

Outside of the Data Integrity Sponsor and Data Owners, general awareness training should be provided to a wider audience about key data integrity concepts and terminology. This may include training for those who are responsible for the performance of key data integrity controls.

	Example – Data management working groups

Some entities within the VPS are members of working groups on data management for their particular industry. These working groups enable the entities to share and collect good practice ideas and information to assist with data integrity.


	13
	Issues and response management
	High
	Moderate
	Low


Entities may employ a number of incident and issues management processes across their organisation, however, these may not specifically consider and address the potential data integrity impacts of the incidents or issues identified.

To ensure that all data integrity incidents and issues for key data dependencies are identified, assessed, monitored and remediated in a timely manner, VPS entities with key data dependencies that are assigned a ‘high’ or ‘moderate’ classification of importance should consider implementing a centralised data integrity issue identification, investigation, escalation and recording process (e.g. data integrity issues register and status tracking).

Issues may be identified at a detailed level (e.g. unit of measure is not defined consistently between various operating units within the entity making it difficult to obtain an overall view of material data) or they may be identified at a broader level (e.g. duplicate vendors are a known issue within the organisation or systems do not balance). Some example potential causes of data integrity issues are provided in the “Detailed limitations and factors that can lead to a loss of Data Integrity” in Appendix F of this Manual.

An example Data Integrity Issues Register Template that entities may adopt is provided on the following page. The majority of column headings used are self explanatory. However, as a guide, priority, status and impact are defined below. Entities may also wish to apply their own definitions subject to particular circumstances.

	Priority
	Defined as High/Medium/Low – Indicates the speed in which a resolution should be found for the issue.

	Status
	Defined as Closed or Open – Indicates whether the issue has been completely resolved (Closed) or continued work is required (Open).

	Impact
	Defined as High/Medium/Low – Indicates the likely level of problems that are or will be caused by not resolving the issue. 


Data integrity issues register template

Entity name:

Date of last update:

	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M

	Issue ID
	Issue Title and Description
	Priority (H/M/L)
	Status
	Impact (H/M/L)
	Key Data Dependency Impacted
	Date Raised
	Raised by
	Assigned to
	Date Assigned
	Agreed action
	Target Resolution Date
	Date Resolved

	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	


	14
	Data integrity performance reporting
	High
	Moderate
	Low


Entities with key data dependencies that are assigned a ‘high’ classification of importance should consider establishing more meaningful analysis and reporting on the status of data integrity for that data dependency through the ongoing measurement of data integrity.

To achieve this, entities should consider collating the outputs or results of a number of mechanisms / metrics that are produced as a result of the application of this Manual. This may include the following elements or metrics:

· Results of work performed to validate the integrity of data (as part of item 16 – Data profiling –in the Data Integrity Controls Guidance)

· Results of the annual assessment of the effectiveness of controls and processes for the key data dependency (Phase 4 of this Manual)

· Review or outputs of the Data Integrity Issues Register (developed in item 13 – Issues and response management – in the Data Integrity Controls Guidance).

· Any known data integrity control gaps and associated remediation plans as identified during the Controls assessment (developed in item 8 – Controls – in the Data Integrity Controls Guidance)

Collating these outputs or results will provide an entity with an overview of the management of data integrity for the relevant key data dependency.
	15
	Ongoing controls assessment
	High
	Moderate
	Low


Entities with key data dependencies that are assigned a ‘high’ classification of importance should consider actively monitoring and assessing the effectiveness of its key data integrity controls for the data dependency on an ongoing basis. 

This process is intended to be independent of the periodic assessment of the effectiveness of key data integrity controls that is performed by a party (that is independent of the assigned Data Owner) – see Phase 4 of this Manual. Instead, the ongoing controls assessment defined here is management’s own (i.e. the Data Owner) ongoing assessment of the effectiveness of the control environment that has been established for the key data dependency.

Examples of ongoing controls assessments include an internal review of controls performed by management or a review performed by an Internal Audit (or similar assurance function) of the controls over the key data dependency.
	Example – Internal audit review

Some entities within the VPS employ their Internal Audit function to perform periodic reviews of data integrity. In these instances, Internal Audit generally reviews the controls over key data dependencies and then selects a sample of the data to test against pre-defined business and integrity rules. These reviews not only assist to identify any control weaknesses in relation to data integrity, but also provide the entity with an assessment (based on the sample tested) of the integrity of its data.


	16
	Data profiling
	High
	Moderate
	Low


Entities with key data dependencies that are assigned a ‘high’ classification of importance should consider implementing data profiling. Data profiling is useful for highlighting data anomalies in aggregate data, such as missing data, outliers or unexpected variances in data between time periods. It assists to introduce a regular and robust means to assess data and identify data integrity problems in source data. 

Where Item 15 in the Data Integrity Controls Guidance (Ongoing controls assessment) relates to processes to confirm the ongoing effectiveness of key data integrity controls, data profiling relates to processes and procedures to validate the actual level of data integrity in the data itself. Data profiling may include analysing the data (e.g., min/max values, number of nulls, number of unique values, formats, patterns, etc.) or applying business rules against the data.

In using data profiling to validate data integrity the following should be considered:

· Data elements to be assessed – should all critical data elements be assessed or only a subset.  

· Where and when in the business process to assess – how is the data being used so that it is selected at the correct point and that the results of the assessment are interpreted correctly.  

· Method of assessment e.g., automated or manual – should automated techniques such as queries, electronic matching or calculation re-performance be used. Or manual techniques such as manual matching, surveys to verify sources, physical examination and inspection, observation of events, manual calculation re-performance or reasonableness review by management.

Following the establishment of data profiling process, any variances and / or anomalies identified should be investigated and reasons noted for the differences. It is recommended that variances are monitored to identify and recurring variances and/or anomalies with the view to resolving them where possible.

	Example – Spot audits

Some entities within the VPS that collect data from numerous satellite or branch organisations (and collate it into a central data repository) have implemented data quality audit programs to ensure that the data provided is of a reasonable quality. One example is a spot audit program that one entity performs whereby a sample of satellites / branches are selected and audited on an annual basis to ensure that the data submitted is of a reasonable quality. The results of these audits are used to determine if the data provided by the selected sample, and the population as a whole, is of a sufficient quality to be relied upon. The audit also helps to identify any specific remediation activities that are required at the relevant organisations in relation to their data submission processes.


Appendix F. Detailed limitations and factors that can lead to a loss of data integrity
The table below (and continued on the following pages) provides further detail of specific limitations within each of the twelve defined limitation categories.
	
	
	Data Integrity Impact

	
	
	Completeness
	Consistency
	Validity
	Accuracy
	Timeliness

	Limitation characteristic description
	
	
	
	
	

	1
	Coverage
	
	
	
	
	

	1.1
	The population of reference differs from the population of interest
	X
	X
	
	
	

	1.2
	The population of reference is not explicitly stated in presented data
	
	
	
	X
	

	1.3
	Under- coverage – omissions from the population of reference (ie excludes coverage of some expected sources) have not been received or included when they should have been 
	X
	
	
	
	

	1.4
	Over- coverage – population of reference includes data from some sources that shouldn’t be included or sources are duplicated in the population
	
	X
	
	X
	

	1.5
	Known sources of under- or over-coverage have not been stated in presented data 
	X
	X
	
	X
	

	1.6
	The extent of under- or over-coverage is significant
	X
	X
	
	X
	

	1.7
	The coverage of the data has not been validated by comparison with external and independent sources
	X
	X
	
	X
	

	2
	Capture and collection 
	
	
	
	
	

	2.1
	A high response burden on data suppliers: the more unnecessary work a data supplier has to do (for example due to complex or manual collection processes), the higher the risk of error or omission.
	X
	X
	X
	X
	X

	2.2
	Practices not implemented that encourage cooperation when data suppliers have the option of non-response or have a low ‘care factor’ in the integrity of the data captured
	X
	
	X
	X
	

	2.3
	Technical and coding support not made available to data suppliers
	X
	X
	X
	X
	

	2.4
	Standard data submission forms and procedures not applied to ensure consistency across suppliers
	
	X
	X
	X
	

	2.5
	Failure to carry out data capture integrity control measures (e.g. data capture edit checks, visual verification of the data, dual capture).
	
	X
	X
	X
	

	3
	Unit Non-response 
	
	
	
	
	

	3.1
	The number of records received not being monitored to detect for unusual values
	X
	
	
	
	

	3.2
	The magnitude of unit non-response not being categorized to accurately reflect the severity of the problems created by the missing data
	X
	
	
	
	

	3.3
	The magnitude of unit non-response not being identified in the presented data 
	X
	X
	
	
	

	4
	Item (Partial) Non-response 
	
	
	
	
	

	4.1
	Item non-response not being identified (or blank values not distinguished from non-response).
	
	
	X
	
	

	4.2
	The magnitude of item-non response not determined to accurately reflect the severity of the problems created by the missing data or identified in the presented data
	
	X
	X
	
	

	5
	Measurement Error or Bias 
	
	
	
	
	

	5.1
	Measurement error occurs as a result of data elements being coded incorrectly/ not reflecting actuality
	
	
	X
	X
	

	5.2
	Measurement error not assessed to determine what degree the values reported match the values that should have been reported/ reflect actuality
	
	
	X
	X
	

	5.3
	The magnitude of measurement error not determined, nor identified in presented data to reflect the severity of the problems in how the data has been reported
	
	
	X
	X
	

	5.4
	Systematic errors occur resulting in bias
	
	
	X
	X
	

	5.5
	Bias not assessed to determine what degree the difference between the reported values and the values that should have been reported occur in a systematic way/ the level of bias is difficult to evaluate
	
	
	X
	X
	

	5.6
	The level of bias is significant
	
	
	X
	X
	

	5.7
	Consistency errors occur as a result in subjective variables or due to differing opinions or interpretations of the data supplier/ coders
	
	X
	
	
	

	5.8
	Consistency not assessed to determine the amount of variation that would occur if repeated measurements were done
	
	X
	
	
	

	5.9
	The degree of problems with consistency not known, not assessed to determine of the number of times that a data element is coded incorrectly, nor identified in presented data to reflect the severity of the problems in how the data has been reported
	
	X
	
	
	

	5.10
	The level of consistency error is significant
	
	X
	
	
	

	6
	Edit and imputation
	
	
	
	
	

	6.1
	Validity checks not done for each data element to validate data, consistency checks not performed  to ensure consistency across data elements 
	
	X
	X
	
	

	6.2
	Changes made to data submitted by data providers (imputation) to insert  values for incorrect or missing data elements incorrectly modifies data that is correct
	
	X
	X
	X
	

	6.3
	Edit rules and imputation not correct, not logical, not consistent, subjective
	
	
	X
	X
	

	6.4
	Edit reports for users not easy to use and understand – if data sent back to be modified by the data suppliers, it is especially important that the reason the records failed the edits be clearly reported to enable determination of modifications needed
	X
	X
	
	
	X

	6.5
	Data failing edits not actioned/ corrected or not actioned/ corrected timely
	X
	
	
	
	X

	7
	Processing and estimation 
	
	
	
	
	

	7.1
	Documentation for all data processes is not maintained – this increases the risk that loss or relocation of staff will result in a loss of knowledge about the process, which can result in the process being followed incorrectly.
	
	
	
	X
	

	7.2
	Documentation for all systems, programs and applications is not maintained.
	
	
	
	X
	

	7.3
	All programs, systems and processes not tested when changes are made – changes to programs can have unexpected consequences and if modifications and downstream effects of the changes are not tested, problems could result.
	
	X
	
	X
	

	7.4
	Raw data is not saved in a secure location – accidental or unauthorized modifications, insertions, corruption, loss or deletions of data could result
	X
	
	
	X
	

	8
	Data Currency 
	
	
	
	
	

	8.1
	Data is not made available in a reasonable amount of time - the delay between the actual date the data becomes available to users and the end of the reference period to which the data relates is excessive
	
	
	
	
	X

	8.2
	The date of release for a major release of data not announced sufficiently far in advance: This hinders users in developing their own operational plans.
	
	
	
	
	X

	8.3
	Data not released on schedule – late release of data may impact the production cycle of those who are dependent on the data 
	
	
	
	
	X

	8.4
	Significant updates, revisions or corrections made to the data after official release
	
	
	
	
	X

	8.5
	Inefficient or cumbersome processes and systems result in time consuming manual input, data management, analysis and report creation resulting in unnecessary or undesirable delays for the release of data.
	
	
	
	
	X

	8.6
	Heavy reliance on manual processes 
	
	X
	X
	X
	X

	8.7
	Data provision involves sourcing data from multiple disparate sources, databases or data repositories
	X
	X
	X
	
	X

	9
	Data comparability 
	
	
	
	
	

	9.1
	Standards not used for data definitions, data definitions for common data elements vary across systems and data sources thereby increasing confusion among data submitters and data suppliers. 
	
	X
	
	
	

	9.2
	Data elements of received data not evaluated to ensure conformance with the expected data attributes and business rules defined in the data dictionary (e.g. data element name, domain of values, data type, and length)
	
	
	X
	
	

	9.3
	Data is not captured at a sufficiently fine level of detail to allow standardization, grouping and comparison of data elements across different data sources/ databases 
	X
	X
	
	X
	

	9.4
	Original data elements are permanently deleted from the data base – this may cause problems in the event that changes or new calculations have to be made eg derived data
	
	X
	
	
	

	9.5
	Data collected is not identifiable by relevant standard classifications thereby hindering linkages of records from two or more sources to enable aggregation at different levels
	
	X
	
	
	

	9.6
	Data is collected across inconsistent or inappropriate time frames (eg. two sets of data are unable to be compared where one is based on calendar year and the other on financial year)
	
	X
	X
	
	

	9.7
	Unique identifiers are not available/ not used to distinguish between records in the database or to link corresponding records in other databases (inconsistencies in spelling, abbreviations and formatting that can often occur across different data records
	
	X
	
	
	

	9.8
	Incorrect mappng or conversion of data from one data format/ table/ repository to another 
	
	
	
	X
	

	9.9
	Mapping or conversions are not thoroughly tested before being implemented (or after each update or change) in a database, or misclassifications are not analysed and adjustments not made
	
	X
	
	X
	

	9.10
	Methodology and limitations of mappings or conversions are not documented or understood
	
	X
	
	X
	

	9.11
	The impact of problems related to known mapping and conversion issues are not assessed to accurately reflect the error involved
	
	
	
	X
	

	9.12
	Known or unknown inconsistencies in data concepts and methods over time, preventing valid comparisons of different estimates at different points in time. 
	
	X
	
	
	

	9.13
	Trend analysis is not used to examine changes in core data elements over time
	X
	X
	
	X
	

	9.14
	Users not alerted of limitations in usability of data for historical comparability arising from comparability issues
	
	X
	
	
	

	9.15
	Changes or enhancements corrupt historical data
	
	X
	
	X
	

	10
	Data accessibility
	
	
	
	
	

	10.1
	Users not aware of the data’s existence 
	
	
	X
	
	X

	10.2
	Users cannot easily locate the data or data not accessible in user-friendly form
	X
	
	
	
	X

	10.3
	Format in which the data is presented is not suitable for intended use, users have difficulty bringing the data into their own working environment
	
	X
	X
	
	X

	10.4
	Data not available/ accessible when the user needs it
	
	
	
	
	X

	11
	Documentation 
	
	
	
	
	

	11.1
	Documentation is not available for appropriate interpretation and utilization of the database or data
	
	X
	
	
	X

	12
	Adaptability and relevance
	
	
	
	
	

	12.1
	The database is not well positioned and flexible enough to address the current and future information needs of its main users.
	
	
	X
	
	X

	12.2
	There are no mechanisms in place to identify, understand and respond in a timely manner to developments, emerging issues in the field or new standards for the data to remain relevant
	
	X
	X
	
	X

	12.3
	There are no mechanisms in place to keep clients and stakeholders informed of developments in the field.
	
	X
	X
	
	X

	12.4
	The level of usage of the data holding is not monitored
	
	
	X
	
	X

	12.5
	User satisfaction is not periodically solicited
	
	X
	X
	
	X




�Data architecture





Master and reference date management





�Metadata management





Information security, loss and privacy management





Completeness





Consistency





Accuracy





Validity





Timeliness





User needs (fitness for purpose)





�Create/update data inventory





1





�Assess key data dependencies





2





�Establish and maintain data integrity controls





3





�Monitor and assess data integrity controls





4





Create/update data inventory





1





Assess key data dependencies





2





Establish and maintain data integrity controls





3





Monitor and assess data integrity controls
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�Identify key business objectives





1.1





�Identify key data dependencies





1.2





�Assign ownership for key data dependencies





1.3





�Assess key data dependencies using questionnaire





2.1





�Update data inventory register





2.2





�(Optional)�Create entity profile of data dependencies





2.3





�Perform regular controls assessment





4.1





�Remediate identified gaps or issues





4.2





� HYPERLINK "http://www.dtf.vic.gov.au" ��www.dtf.vic.gov.au�
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